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 Causal Heterogeneity in
 Comparative Research:
 A Bayesian Hierarchical
 Modelling Approach

 Bruce Western, Princeton University

 Pooled cross-sectional time-series models in comparative politics typically constrain the

 effects of variables to be identical across countries. These models conflict with general
 principles of comparative analysis and theories of comparative political economy that the

 models are designed to test. In contrast, Bayesian hierarchical models allow time-series
 coefficients to vary across countries, and time-series effects can be related to cross-na-

 tional variation in institutions. While allowing causal complexity into comparative analy-

 sis, the hierarchical model also provides: (1) more accurate forecasts than rival models;

 (2) more accurate estimates of time-series effects than unpooled analysis; and (3) a more

 realistic accounting of uncertainty than conventional pooled analysis. In addition, Baye-

 sian theory for the hierarchical model helps specify the concept of "comparability" in
 comparative research. These ideas are illustrated in a reanalysis of a model of the politi-

 cal determinants of economic growth studied by Alvarez, Garrett, and Lange (1991).

 A common design in comparative research combines time-series data from a

 number of countries for regression analysis. Applications often arise in com-

 parative political economy where series of economic performance measures
 or policy outcomes are regressed on economic and political variables (e.g.,
 Huber, Ragin, and Stephens 1995; Hicks 1994a; Swank 1992; Alvarez,

 Garrett, and Lange 1991; Korpi 1989). The popularity of the approach is
 also indicated by several recent papers discussing estimation of pooled
 cross-sectional time-series models (Stimson 1985; 13eck and Katz 1995,
 1996a; Hicks 1994b). For most of these analyses, the effects of causal vari-
 ables are assumed to be identical across countries.

 Bayesian hierarchical models provide an alternative approach in which

 cross-national variation in time-series coefficients is central to the analysis.
 In this approach, causation is heterogeneous. Consistent with the basic in-
 sights of comparative politics, hierarchical models monitor how political
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 1234 Bruce Western

 processes play out differently in different settings. In brief, Bayesian hierar-

 chical models provide a way of pooling information from a set of countries
 to obtain optimal statistical estimates for any particular country. For the
 pooled cross-sectional time-series design, the models are hierarchical in the
 sense that country-level time-series coefficients are treated as if they were

 drawn from a population distribution shared by all the countries under

 analysis. In the Bayesian statistics that underpin the hierarchical model, the
 coefficients are described as "exchangeable." These country-level coeffi-
 cients can then be written as a function of time-invariant institutional condi-
 tions. Unlike many quantitative analyses in comparative politics, hierarchi-
 cal models thus present a rich picture of causal heterogeneity featuring
 institutions as an important source of contextual effects.

 This specification has a strong substantive justification. Hierarchical
 models usefully capture Przeworski and Teune's (1970) classic account of
 contextual explanation for comparing political processes in different societ-
 ies. By allowing greater causal complexity, the approach is similar in spirit
 to Ragin's (1987) emphasis on conjunctural causal explanation in compara-
 tive research. In comparative political economy, motivation for hierarchical
 models is particularly compelling. Here, institutions are viewed as enduring
 contexts which shape economic relationships. However, institutional expla-
 nation in this field is strongly at odds with typical analyses which impose a

 general causal story on all countries under study. With causal heterogeneity
 depending on cross-national variation in institutions, hierarchical models
 provide a closer fit between institutional theory and model specification.

 While their substantive utility may be clear, hierarchical models also of-
 fer several statistical advantages. Although similar to conventional regres-
 sions with interaction terms, hierarchical models provide a more realistic as-
 sessment of uncertainty in comparative data. Interaction models assume that

 time-series effects depend deterministically on institutions. Hierarchical

 models relax this assumption by allowing time-series coefficients an extra
 stochastic component, an additional uncertainty which influences infer-
 ences. Inference for institutional effects reflects uncertainty about time-se-
 ries coefficients which is ignored in interaction models. The time-series co-
 efficients themselves are more accurate than estimates from unpooled data.
 The theory of hierarchical models also helps clarify general principles of

 comparative analysis by describing the "comparability" of countries. The
 platitudinous danger of comparing apples and oranges is given greater ana-

 lytical content with the Bayesian idea of exchangeability.
 I illustrate the hierarchical model in a reanalysis of the political determi-

 nants of economic growth in OECD countries studied by Alvarez, Garrett,
 and Lange (1991) and Beck et al. (1993). In contrast to the original analysis
 of Alvarez, Garrett, and Lange (1991), the hierarchical model admits sub-
 stantial casual heterogeneity among the economic and political determinants
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 BAYESIAN MODELLING AND COMPARATIVE RESEARCH 1235

 of OECD economic growth. The model provides new evidence for how po-
 litical institutions shape economic effects and generates more accurate fore-

 casts of economic growth than rival models.

 1. COMPARATIVE POLITICS AND CAUSAL HETEROGENEITY

 The basic methodological divide in comparative research separates
 studies of generalizable, simple causes from analyses of conjunctural, com-
 plex causes (Ragin 1987). In one research tradition a general causal process
 is inferred with data from a very large number of countries. In the other,
 comparisons are small in scope, and local conditions significantly alter the
 causal story from place to place. Tilly (1984) and Lieberson (1992) critically
 review each approach. A middle course in comparative analysis emphasizes

 contextual explanation. Causal heterogeneity across countries is acknowl-
 edged, but a more general explanation of this heterogeneity is viewed as a
 central task for comparative research. A landmark statement of this position
 is detailed by Przeworski and Teune (1970), who believe that comparative
 research is fundamentally contextual, studying "the influence of larger sys-
 tems upon the characteristics of units within them" (74). Ragin (1987) takes
 a similar position. He argues that conventional quantitative models fail to
 accommodate causal complexity, but comparative case studies do not pro-

 vide a general vocabulary for describing cross-county variation. Ragin pro-
 poses a "qualitative comparative analysis" distinguishing cases according to
 different combinations of causal variables. In sum, both approaches offer
 contextual explanation as the characteristic method of comparative research.
 (see also Erbring and Young 1980; and Iversen 1991.)

 From a substantive point of view, the role of institutions in comparative
 political economy provides a natural motivation for contextual theories.

 Schumpeter (1954, 34) provides an early statement of this idea, claiming
 that " 'economic laws' are much less stable than are the 'laws' of any
 physical science .... [T]hey work out differently in different institutional
 conditions, and ... the neglect of this fact has been responsible for many
 an aberration." This idea has been adopted in modern comparative studies

 of economic performance. For instance, Bruno and Sachs (1985, 274) ar-
 gue that general economic theories wrongly "consider one and the same
 basic model as applicable to all economies." They argue, instead, that the
 logic of market processes within national economies is modified by labor
 market institutions. In relation to unemployment, Solow (1986, S23) makes

 a similar observation: "more often than not we fail to take institutional dif-
 ferences seriously. One model is supposed to apply everywhere and always.
 Each country is a just a point on cross-section regression or one among
 several essentially identical regressions .... " For these institutionally-
 oriented economists, economic relationships depend on institutional
 contexts.
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 Comparative political scientists studying economic processes have also
 examined the contextual effects of institutions. A leading example is the

 work of Lange and Garrett (1985; Alvarez, Garrett, and Lange 1991). En-
 dorsing the institutional argument of Bruno and Sachs, Lange and Garrett
 argue that the impact of political parties on macroeconomic performance is

 conditional on the development of corporatist institutions for centralized

 collective bargaining. In their statistical analysis, these conditional effects
 were modelled with interaction terms. The importance of contextual varia-
 tion in political processes is discussed more generally in the historical insti-
 tutionalism of Thelen and Steinmo (1992). Their research program has tar-
 geted a range of outcomes for contextual explanation, including trade union
 growth, taxation policy, and industrial relations. For much of this research,
 institutions are not simply another variable in a list of explanatory factors;
 instead their influence is pervasive, "mediating relations of cooperation and

 conflict, . . . structur[ing] political situations and leav[ing] their own imprint
 on political outcomes" (Thelen and Steinmo 1992, 9). In the following sec-
 tion I describe how the pervasive and contextual influence of institutions can

 be captured with hierarchical models.

 2. INTRODUCING THE HIERARCHICAL MODEL

 Although quantitative comparative research often emphasizes the im-

 pact of institutions and uses the pooled cross-sectional time-series research
 design, the full implications of institutional explanation are rarely investi-
 gated. The dominant approach fits a linear regression of the following form:

 Yit = o + ilxit + eit, (1)

 where the dependent variable, y in country i (1 = 1, . . . , 1) at time t (t =

 1, . . . , Ti) is a linear function of predictors, in this case x. The coefficients,
 , are the same for all countries, indicating that causal processes relating x to
 y show no cross-national variation. Variation across countries is sometimes
 acknowledged in structure placed on the errors, e, that allows for unequal
 residual variance and cross-country correlations. The serial character of the
 data is often addressed in an adjustment for residual first-order autoregres-
 sion (Hicks (1994b) reviews these specifications). A covariance matrix re-
 flecting this error structure can be estimated and used in generalized least
 squares (GLS) to estimate coefficients. In this case the cross-sectional and
 serial character of the data offer no special substantive insight, and variation
 arising out of the data structure is relegated to the error term. With these
 models, the research design only contributes additional data points, provid-

 ing greater statistical precision for estimates of the coefficients, 00 and 1.
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 BAYESIAN MODELLING AND COMPARATIVE RESEARCH 1237

 To allow for the possibility of contextual variation, the model for a
 single country can be rewritten:

 Yit = --0i + liYit-I + 32iXit + eit. (2)

 Unlike Equation 1, the dynamics of the response variable are introduced into
 the structural part of the equation through the lagged dependent variable (see
 Beck and Katz 1996a). The coefficients also carry the i subscript indicating
 that the regression relationships vary across countries. Variation in the time-
 series coefficients is then written as a function of time-invariant institutional
 conditions,

 130i = (oo + aOlZi + 1loi9

 13i = aO + alizi + rlli, (3)

 2i = a20 + a21zi + 1l2i'

 The subscripts on the a coefficients indicate that the institutional effects are
 constant across countries. Here and throughout I refer to time-invariant vari-
 ables as "institutional." From a methodological viewpoint, of course, any
 time-invariant variable-institutional or otherwise-could be used in the

 analysis. In some real applications, institutional variables may move slowly
 over time. This type of variation is difficult to accommodate in the current
 set-up, although analysis of models with institutional change can usefully be
 approached from a Bayesian perspective (Western 1997a).

 The hierarchical model can be written as a single equation with interac-

 tion terms by substituting Equation 3 into Equation 2:

 Yit = (aOO + aolzi + Iloi) + (alo + alizi + 1lli)Yit-

 + (C20 + a21Zi + 2i)Xit + eit

 = aOO + ocXOzi + a1yIit-I + a20Xit

 +aziyiZt-l + a21zt + (1i + aliYit-i + 121Xit + eit)

 This is identical to the usual single-equation regression with interaction

 terms except the error term has a more complicated structure including two
 sources of uncertainty, e and ril. From a non-Bayesian perspective, this speci-
 fication is sometimes called a "random effects" model because the time se-

 ries coefficients have a stochastic component, ril. We can think of these sto-
 chastic components as drawn from a single population distribution that is
 shared by all the countries under study. The institutional effects-the "fixed
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 effects"-describe how institutions shape the time-series relationship un-
 folding within each country.

 The institutions also exert a direct influence on the general level of de-

 pendent variable by driving variation in the time-series intercepts, 3oi* An
 important transformation centers all the time-series predictors, including the

 lagged dependent variable. For instance, xit is replaced by xit - xi, where xi
 is the country mean of xit. By centering all the predictors, the intercepts for
 each country from unpooled analysis equal the country means of the depen-
 dent variable. The transformation thus incorporates a substantively interest-

 ing cross-sectional analysis into the pooled cross-sectional design. The insti-
 tutional effects for the country-level intercepts describe the impact of

 institutions on the average level of the dependent variable.
 The interaction model is obtained by setting the random effects to zero,

 1 = 0. Equation 3 shows that this specification is equivalent to assuming that
 the institutional conditions can predict variation in the time-series coeffi-
 cients without error. Because such deterministic relationships rarely arise in
 applied contexts, hierarchical models provide a more realistic account of all
 the sources of uncertainty associated with the comparative research design

 than the model with interaction terms.

 The stochastic terms, ril, affect estimation of the institutional effects, x,

 and the times-series effects, P3. To see this, I generalize the notation by col-
 lecting the K time-series predictors for country i in the (Ti x K) matrix, Xi,
 and the dependent variable in the vector, yi.

 Following the discussion of Bryk and Raudenbush (1992, 37-38), the
 time-series equation is written:

 Yi = Xi3i + ei, (4)

 Premultiplying both sides of Equation 4 by (X[X'i)1 Xi' gives

 i = Pi + vj, V(V1) = Vi, (5)

 where the country-level ordinary least squares estimator,

 13i = (XX)1X'y, -i = (x = 1xe,Vi = (XX) is the variance of
 the least squares estimator, and yT is the residual variance of yi. Equation 4,
 describing the effects of the time-series variables within countries, is some-
 times called the micro model.

 If the J institutional variables for country i are collected in (1 x J) row

 vector, z, the block diagonal K x (J x K) matrix Zi = diag(zi, . . , zi). The
 time series coefficients then depend linearly on Zi
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 Pi = Zia + Ili, V(9J = U, (6)

 with zero-expectation random effects, 9ji. Equation 6, describing the effects
 of institutional variables across countries, is called the macro-model. The

 (K x K) covariance matrix, U, is constant across countries and indicates the

 dispersion of the time-series coefficients around the expected value, Zioc.
 Substituting Equation 6 into Equation 5 gives

 Pi = Zi?a + Ili + vi

 where the variance of f3i conditional on the institutional variables, Zi, is

 = V(rji + Vi) = U + Vi = At.

 The variance of the estimated time-series coefficients thus have two compo-
 nents that will, in general, vary across countries. There is variance attribut-
 able to uncertainty at the micro-level within countries, Vi; there is also vari-
 ance due to uncertainty at the macro-level across countries, U. Both levels of
 uncertainty contribute to estimates of the institutional effects with the GLS
 estimator:

 ?C = E Z[A'ZiJ I E Z1A:i l, (7)

 with variance

 oc~~~~~~_

 V(a) = r I ZZ:A lZ:

 The variance of the institutional effects will depend partly on Vi that mea-

 sures how precisely the time-series data estimate P3i within each country. In
 practice the addition of random effects, rj, tends to inflate uncertainty about
 the institutional effects compared to naive estimates that simply regress f3i
 on the institutional data. (The comparative study of Griffin, O'Connell, and

 McCammon 1989 provides an example of regressions on country-level re-

 gression coefficients.) Overconfidence in institutional effects in the naive re-
 gression results from the false assumption that the time-series coefficients
 have been estimated without error.
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 The time-series coefficients, 3, themselves will also be of substantive
 interest. Two alternative estimates are suggested by the previous discussion:

 = (XiXiX Xiyi and (3i = ZicL.

 We can think of f31 as the micro-level estimate using the time-series data and
 as the macro-level estimate based on the institutional data. A compromise

 estimator is the matrix-weighted sum of the micro- and macro-level
 estimates:

 f3. = wipi +(I- Wij

 where W =Vi(Vi + U)1, and I is the identity matrix conformable with W.
 Under distributional assumptions described next, , is the Bayesian poste-

 rior expectation of Pi. If the data from each country yield sharp least squares
 estimates, Vi is small compared to U and f3i will dominate the final result.
 On the other hand, if f3i has large variance but is accurately predicted by the
 institutional data, f3i will be close to f3i

 The Bayes estimate, P3i, has several useful statistical properties. Under
 quite general conditions, the Bayes estimate will have smaller mean squared

 error than the least squares estimate, (3g (Lindley and Smith 1972, 3). This
 increased accuracy can be intuitively understood to result from the addi-

 tional data used to estimate U and Zia upon which (3* is based. The Bayes
 estimates for each context are sometimes described as "borrowing strength"
 from the whole sample (Lindley and Smith 1972). In the extreme case of

 borrowing strength, the Bayes estimate for a particular country is estimated

 even if the country-level time-series predictors, Xi, exhibit perfect collinear-
 ity. Information from other countries will help provide an estimate for a co-
 efficient in a particular country where, say, a given independent variable
 shows no variation. In this case the Bayes estimate approximately equals its

 expected value, * ZicL. This is important in comparative applications
 where country-level intercepts are usually unidentified in the presence of
 time-invariant institutional variables. With the hierarchical model, country-
 level intercepts can be introduced as random effects even with variables that
 show no variation over time.

 The Bayes estimate is also called a shrinkage estimator because it

 shrinks the coefficients back to their expected value, Zia. The shrinkage ef-
 fects causes the time-series coefficients to be more tightly clustered than
 those from regressions run separately for each country. As we'll see below,
 this shrinkage behavior also yields superior out-of-sample predictions com-
 pared to results from regressions run separately for each country.
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 Random effects models have a long history in statistics and economet-
 rics. Beck and Katz (1996b) have recently provided a good discussion of

 random coefficient models for comparative politics. Their model is a special

 case of the current specification, omitting institutional effects and the issue
 of contextual explanation. Good accessible surveys of hierarchical models

 include Bryk and Raudensbush (1990), Mason, Wong, and Entwistle (1983),

 Robinson (1991), and de Leeuw and Kreft (1986). Likelihood and fre-

 quentist inference dominates the discussion in most of these sources, how-
 ever. In the following section, I review some Bayesian aspects of the hierar-
 chical model.

 3. THE BAYESIAN HIERARCHICAL MODEL

 3.1 Model Specification

 Suppose we have a dependent variable Yit from country i and time t that de-
 pends linearly on a vector of predictors xit that may include lagged values of

 the dependent variable. The time-series coefficients, Pi3, vary across coun-
 tries and linearly depend on a time-invariant (J x 1) vector of institutional

 conditions, zi. Commonly Yit and Pi are assumed to be conditionally normal:

 Yi (it, 62 ), i =19 ...,9 I and t = 1, ...,9 Ti,9

 Yit-Nt

 In common with the usual pooled-cross-sectional time series models, this
 model allows for cross-country heteroskedasticity.

 If coefficients from all I countries for time series predictor k (k = 1,.. , K)

 are collected in the (I x 1) vector, 1k' the stochastic character of the time-
 series coefficients is written

 Pk = Zk + Tlk, (8)
 nk~N(09, X2) 8

 where the institutional variables for all countries are collected in the (I x J)

 matrix, Z. This distribution for the 1f coefficients is called a population dis-
 tribution (Gelman et al. 1995, 377), and the parameters ak and T2 are called
 hyperparameters. This notation demonstrates the hierarchical nature of the

 model. The dependent variables is drawn from a sampling distribution char-

 acterized by parameters. The parameters are drawn from a population distri-
 bution characterized by hyperparameters.

 To complete the model, conjugate priors are given for the hyperpara-

 meters:
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 a -2 - Gamma (m., n.)

 -k Gamma (m.,nt) (9)

 OCk ~N(p,q)

 The priors allow for a proper Bayesian analysis, but in practice they are usu-

 ally taken to be diffuse and do not contribute importantly to the inferences of

 interest. In a comparative setting, knowledge about specific countries could
 be introduced through the prior distributions. Application of informative pri-
 ors in Bayesian comparative research has been suggested by Western and
 Jackman (1994) and Bartels (1996).

 So far the hierarchical model has: (1) provided a useful way of describ-
 ing contextual effects in pooled cross-sectional time-series models, (2) sug-

 gested an estimator of these effects that takes account of uncertainty in the
 time-series coefficients, and (3) indicated a strategy for obtaining time-series
 coefficients that are more accurate than conventional lest squares estimates
 from unpooled data. While these issues are of immediate practical impor-

 tance, the hierarchical model also sheds light on some general principles of
 comparative analysis.

 In Bayesian statistics the stochastic character of the time series coeffi-

 cients, Pig is described as exchangeable. Formally, the joint probability dis-
 tribution P(I' *..., 3I) is invariant under permutations of the indices (1, ... , 1)
 (Gelman et al., 1995, 123-24). In a comparative setting this means that the
 country names-the indices of comparative research-carry no information

 about the time series coefficients in addition to the predictors. Consider
 Sweden (S) and the United States (A). If coefficients for these two countries
 are exchangeable, there is no reason to think that deviations of the Swedish

 coefficient from its expected value under the macro model, qS, will be larger
 or smaller than the U.S. deviation, gA. Exchangeability describes the compa-
 rability of countries. All relevant information about the countries is carried
 in the sample data, and residual variability in the statistics of interest is un-
 related to the country names. While exchangeability describes prior indiffer-
 ence about the relative size of statistical parameters, it can also be inter-
 preted as a claim about the quality of the model specification. If the f3
 coefficients are exchangeable, the model explaining variation in f3 has taken
 account of all systematic structure in the coefficient distribution.

 Przeworski and Teune (1970, 11) propose a similar idea of comparabil-
 ity as measurement. In their formulation, two countries are comparable if
 they can be described "in terms of a standard language or, simply [by] . ..
 measuring them (Przeworski and Teuene 1970, 11; original emphasis). The
 measurement concept of comparability answered the basic objection that so-
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 cial systems cannot be compared because they are unique. This objection is
 summarized in warnings against comparing "apples and oranges." By defin-
 ing comparability in terms of measurement, "the response to the classic ob-

 jection of comparing 'apples and oranges' is simple: they are 'fruits' "
 (Przeworski and Teune 1970, 10). However, the measurement concept dis-

 posed of one conceptual chestnut but left another.

 If comparability is established by measurement, how do we respond to
 the familiar reproach that a measure-say the rate of economic growth-
 "means" something different in one country compared to another. This
 vaguely defined difference in meaning can be made more precise with the
 idea of exchangeability. If the coefficients describing economic growth in
 country A and country B are nonexchangeable, growth in the two countries

 is described by different models. Measurement in a common metric doesn't

 guarantee the comparability of two countries. Instead this depends on their
 description as particular realizations of a single causal model. In the Baye-
 sian approach then, the comparability of two countries depends on their ex-
 changeability: the researcher's belief that information from both countries
 is produced by the same causal process. (The idea of exchangeability em-
 bodying "comparability" or "similarity" judgments is discussed by Draper
 et al., 1993.)

 3.2 Estimation

 The hierarchical model can be estimated with the Gibbs sampler. The

 Gibbs sampler is a method for simulating draws from the posterior distribu-
 tion of the time-series coefficients and the institutional effects. By generat-
 ing many such draws, summaries of the posterior distribution can be calcu-
 lated. In the application below, the Gibbs sampler is run for 10,000
 iterations, yielding 10,000 sets of time-series coefficients and institutional
 effects. An estimate for an institutional effect, for example, is calculated by

 taking the mean or median from this simulated sample of size 10,000. Con-
 fidence intervals or standard errors of the estimates are similarly calculated
 from percentiles or standard deviations of the sampled effects.

 Although a detailed description of the Gibbs sampler is beyond the
 scope of this paper, its basic features in this context can be simply described.
 Assume for now that all the variance parameters are known with certainty.
 With the distributional assumptions described above, the time series coeffi-
 cients are normally distributed, given the sample data and the institutional
 effects. The institutional effects are also normally distributed, conditional on
 the data and the time-series coefficients. We are interested in simulating
 from the unconditional distribution of time series and institutional effects.
 Such simulation proceeds as follows:
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 1. Randomly generate a set of time-series coefficients, P, from a normal
 distribution, conditioning on the sample data, and some simulated val-
 ues for the institutional effects, ax.

 2. Randomly generate a set of institutional effects, a, from a normal distri-
 bution, conditioning on the sample data and the time-series coefficients,

 f, generated in step 1.

 Repeating steps 1 and 2 numerous times ultimately yields draws from the

 unconditional posterior distribution of ox and P3. In practice additional sam-
 pling steps must also be introduced to obtain variance estimates, but the un-

 derlying idea is the same. Random draws of one set of parameters are gener-
 ated from known conditional distributions. These draws are used to update

 the conditional distributions of other parameters in the model.
 An accessible account of the statistical theory for the Gibbs sampler is

 provided by Casella and George (1992). Tanner (1993, esp. 108-110) pro-
 vides a more general discussion and details a variety of applications. The
 Gibbs sampler and related methods for hierarchical linear models are de-
 scribed by Gelman et al. (1995, 378). These sources illustrate the flexibility
 of the Gibbs sampler. For instance, the algorithm is readily extended to ro-
 bust analysis with outliers (e.g., Western 1997b, chap. 7). In this case a
 heavy-tailed distribution like the t distribution replaces the normal sampling

 distribution or the normal population distribution.

 Software for hierarchical models is now widely available. An extensive
 review of five packages for hierarchical modelling is reported by Kreft, de

 Leeuw, and van der Leeden (1994). In addition to specialized software,
 routines can also be found in the general statistical software SAS and
 S-Plus. Posterior simulation using the Gibbs Sampler is implemented in the
 BUGS program (Spiegelhalter et al., 1996). BUGS is particularly useful
 because it can be used to fit a wide variety of hierarchical models, and the
 software is free.

 4. INSTITUTIONS AND OECD ECONoMIc GROWTH

 To illustrate the hierarchical model I reanalyze data on OECD economic
 growth studied by Alvarez. Garrett, and Lange (1991). Like the discussion
 here, Alvarez, Garrett and Lange (1991) viewed time-invariant institutions
 as an important source of contextual effects. Their study linked macroeco-
 nomic outcomes to the strength of leftist parties in government. For their in-
 stitutional theory, the economic effect of leftist government was conditional
 on the strength of labor unions. Centralized and encompassing unions
 helped leftist governments promote economic growth. Weak unions dimin-
 ished the positive effects of leftist governments.
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 Table 1. Means of Time Series Variables, and Scores
 for Labor Organization Used for Analysis of Economic Growth,

 Sixteen OECD Countries, 1971-1984

 GDP OECD OECD OECD Leftist Labor
 Growth Demand Export Import Govemment Organization

 Australia 3.06 90.18 261.24 257.47 32.71 1.77
 Austria 3.03 203.78 584.06 578.71 97.71 3.19
 Belgium 2.34 344.48 990.89 973.70 24.00 2.77

 Canada 3.69 136.63 396.85 388.13 0.00 0.98

 Denmark 2.30 180.08 518.14 509.88 68.07 2.81

 Finland 3.32 164.86 480.53 473.18 45.21 2.80
 France 2.91 119.69 348.46 342.17 23.64 0.81

 Germany 2.32 139.61 403.47 400.14 62.07 1.73
 Ireland 3.25 293.50 845.13 836.40 21.07 1.80
 Italy 2.39 136.38 397.16 392.33 12.64 1.58
 Japan 4.58 68.20 208.01 202.65 0.00 0.41
 Netherlands 2.18 298.41 825.94 819.62 16.71 1.89
 Norway 4.17 250.10 712.04 701.65 69.00 3.46
 Sweden 1.91 165.60 485.65 473.88 57.14 3.62
 United Kingdom 1.71 156.82 448.50 439.88 36.86 1.93
 United States 2.86 46.60 140.18 137.46 0.00 0.86

 Note: Alvarez, Garrett, and Lange (1991) describe the data and their original sources.

 4.1 Data and Model

 Descriptive statistics for the data are reported in Table 1. Economic
 growth is measured by the percentage growth in real Gross Domestic Prod-
 uct (GDP), and data were collected for sixteen OECD countries from 1971

 to 1984. Independent variables included a longitudinal measure of leftist

 government and a time-invariant, institutional variable indexing the strength
 of labor organization. Leftist government was measured by the percentage
 of cabinet seats held by leftist parties. A scale for labor organization com-
 bined information about union density and union centralization. Four other
 variables controlled for surrounding economic conditions. The influence of
 the domestic economy was captured by a lagged growth variable. Interna-
 tional economic conditions were controlled by variables measuring vulner-
 ability to demand in the OECD area and price movements of OECD imports
 and exports.

 To model the conditional effect of labor parties, Alvarez, Garrett, and
 Lange (1991) introduced an interaction between leftist government and la-

 bor organization. For country i (i = 1, ... ,16) at time t (t = 1971,... ,1984)
 the basic model is written:
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 Yit = o + lYit-1 + I32Dit + f3ht + NB4EUt (10)
 + 35L4 + I6Git + 7i4 X Git + eit,

 where yit is economic growth, Dit is OECD demand, Iit is price movements
 of OECD imports, Eit is price movements of OECD exports, Li is labor orga-
 nization, Git is leftist government, and e is an error term. With this model,
 only the effect of leftist government differs across countries.

 Is it realistic to assume with Alvarez, Garrett, and Lange (1991) that
 economic effects are identical across countries? The institutional perspective
 that motivated the interaction model for leftist government can also apply to
 the economic variables. The authors recognize this, citing macroeconomic
 research which finds that that economic effects vary cross-nationally, de-
 pending on the labor market institutions (Alvarez, Garrett, and Lange 1991,
 541). Among these authorities, for example, Bruno and Sachs (1985, 224)
 argue that highly encompassing unions tailor wage agreements to maintain
 the competitiveness of export industries. As a result, the damaging effect of
 international economic forces is reduced where labor organization is high.
 Research in comparative politics similarly suggests that centralized labor or-
 ganization can dampen the negative effects of international market condi-
 tions on macroeconomic performance (e.g., Katzenstein 1985; Scharpf
 1991). Thus economic effects, like the effects of partisan politics, may de-
 pend on the level of labor organization.

 This discussion suggests two models that allow economic and political
 effects to vary across countries. Building on Alvarez, Garrett, and Lange
 (1991), interactions between the economic variables and labor organization
 could be added to Equation 10:

 Yit = Po + lYit-1 + Pi+ f3h + N3EU L + 5 +6Git
 + 47L x Yit-1 + 384 x Dit + 9L x Iit(11)
 + PlOLi X Eit + PjjLi X Git + eit

 A complicated structure could be assumed for the errors, but Beck et al.
 (1993) find little difference between the constant variance model estimated
 with OLS and a more general heteroskedasticity model. I thus assume that

 Yit -N(5it, 2)

 and report the OLS results.
 I compare the interaction model of Equation 11 to a similar Bayesian hi-

 erarchical model that also allows the time-series effects to depend on labor
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 organization. For this model, time-series relationships within countries are

 written in the micro-level equation:

 Yit = Poi + fliYit- + 2iDit + I3iit + 4iEit + IiGit + eit. (12)

 The time-series coefficients carry the subscript i indicating that the longitu-

 dinal effects vary across countries. Information about labor organization en-
 ters through the macro-level equation which explains cross-national varia-
 tion in the country-level time-series coefficients:

 foi = + aOLi + TlOi

 (13)

 P5i = 50 + o51L4 + 5i

 The hierarchical model is based on a normal distribution for the dependent
 variable:

 Yit - N( -it, 6T;

 where the expectation, E(yit) = -it is now taken from Equation 12. If the
 sixteen random effects for k (k = 0, ... ,5) are collected in the vector rik, then

 -k N(O, T2I)

 where I is the (16 x 16) identity matrix. The Bayesian model is completed
 with proper priors for the hyperparameters:

 aT2 Gamma(.001, .001)

 xk-2 Gamma(.001,.001)

 ajk N(0, 10000),

 wherej indexes the institutional predictors. These priors are quite flat and do
 not greatly effect the analysis.

 The hierarchical model and the interaction model are identical except

 for the random effects, T1. While the interaction model contains just one
 source of uncertainty, the error e, the hierarchical model has two, e and T.
 The random effects indicate that labor organization does not perfectly pre-
 dict the time-series coefficients. There is additional variation beyond that
 explained by the institutional variable.
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 The macro-level Equation 13 could be revised by eliminating some of
 the labor organization effects. If labor organization only predicted the time-

 series intercepts, Ioi, and the leftist government effects, i5, a hierarchical
 version of the original Equation 10 would result. Under this model, the eco-

 nomic effects, (f--, ..., 4), could still vary across countries, but indepen-
 dently of the level of labor organization. Still, the complete interaction
 model and its hierarchical counterpart have an interesting substantive moti-
 vation, and I focus on these models in the following analysis.

 For both models, the time-series predictors are centered within coun-
 tries. With this transformation, the country-level means of time-series pre-
 dictors are zero. The institutional effect on the time series intercepts then
 describes the impact of labor organization on average growth.

 Before examining the results, I consider two kinds of variation generated
 by the pooled cross-sectional time-series design: heteroskedasticity over
 time, and across countries. To allow shifts in the error variance over time,
 Beck et al. (1993) included dummy variables indicating each year of the time
 series. To control cross-sectional heteroskedasticity, the authors discussed a
 model with country-level intercepts. Such intercepts could not be estimated,
 however, because the time-invariant institutional variable was linearly related
 to the country dummies. The authors settled on a general heteroskedasticity
 estimator that adjusted the standard errors of the conventional OLS results.

 The hierarchical model adapts easily to these kinds of variation. First,
 because Bayesian pooling borrows strength from the whole sample, linear
 dependencies in the data within countries present no obstacles to estimating
 country-level intercepts. Second, the likelihood could also allow the error
 variance to vary across countries. Rather than assume the variances are
 known as in estimated GLS, the unconditional posterior distributions used
 for Bayesian analysis integrates over uncertainty about those error variances.
 By accounting for uncertainty about variance parameters in inferences about
 coefficients, Bayesian analysis is thus more conservative than the original
 GLS estimates of Alvarez, Garrett, and Lange (1991). Third, for simplicity,
 I ignore the issue of heteroskedasticity over time. In the following analysis
 the focus is on forecasting growth rates beyond the observed time period.
 This exercise presents difficulties for models of longitudinal heteroske-
 dasticity that are beyond the scope of this paper. If there is strong hetero-
 skedasticity over time, there will be some efficiency loss in the current
 analysis, and inferences will be biased in a conservative direction.

 4.2 Results

 Regression results for the hierarchical and interaction models are re-
 ported in Table 2. The hierarchical model, fitting country-level slopes and
 intercepts, has many more parameters than the interaction model. As a re-
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 Table 2. Interaction Effects and Hierarchical Institutional Effects in a
 Model of Economic Growth, Sixteen OECD Countries, 1971-1984

 Hierarchical Model Interaction Model

 Labor Labor
 Intercept Organization Intercept Organization

 Intercept 3.264 -.218 3.317 -.218

 [2.730, 3.821] [-.474, .030] [2.919, 3.715] [-.396, -.040]

 Lagged Growth .090 -.063 .158 -.054

 [-.079,.268] [-.148,.021] [-.018,.334] [-.135,.028]

 OECD Demand .034 -.009 .019 -.005
 [.017,.050] [-.016,-.002] [.013,.025] [-.007,-.002]

 OECD Exports -.001 .001 .000 .001

 [-.011, .009] [-.003, .006] [-.002, .003] [.000, .002]

 OECD Imports -.008 .001 -.004 .000

 [-.023, .007] [-.006, .007] [-.011, .003] [-.003, .003]

 Leftist Government -.022 .018 -.018 .011

 [-.065,.020] [.000,.036] [-.034,-.001] [.004,.018]

 R2 .65 .35

 Note: Hierarchical model effects are coefficients from Equation 13. Interaction model effects are the

 main effects and interaction effects of Equation 11.

 sult, the hierarchical model explains nearly twice the variance of the interac-
 tion model and a majority of the variance in the dependent variable. This
 sharp difference in goodness-of-fit suggests there is substantial parameter
 heterogeneity neglected by the simpler interaction model.

 The remainder of Table 2 reports coefficients from the two models. In

 the Bayesian approach of this paper, I summarize the posterior distribution
 of the coefficients with an 80 percent confidence interval instead of provid-
 ing a p- value or t statistic for a frequentist hypothesis test. (Analogous sta-

 tistics could be calculated, however.) Focusing on the hierarchical model,
 the labor organization coefficient for the country-level intercepts shows the
 impact of unions on average growth rates. The negative coefficient indicates
 that economic growth is generally slower in countries with strong unions.
 For example, Sweden scores 3.62 on the labor organization scale, while Ja-

 pan scores .41. This difference in labor organization is estimated to account
 for about .70 = -.218 x (.41-3.62) of a percentage point difference in aver-
 age growth rates. Still, the confidence interval for the coefficient just over-
 laps zero, so we cannot be confident of a negative labor organization effect.

 The original analysis of Alvarez, Garrett, and Lange (1991) focused on
 the conditional effects of leftist government. The hierarchical model repli-
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 cates the finding of the earlier study. The positive institutional coefficient in-
 dicates that high labor organization allows leftist governments to boost eco-
 nomic growth. When labor organization is low, the effect of leftist govern-
 ment is close to zero. A one point increase in labor organization-roughly
 the difference between France and Germany-is estimated to raise the im-
 pact of leftist government by about 1.5 percentage points on the growth rate.
 The confidence interval excludes zero, providing strong support for the ef-
 fect. Because the hierarchical model admits uncertainty at the micro- and
 macro-levels, inferences for the institutional effects tend to be conservative
 compared to interaction models. Despite this added uncertainty in the Baye-
 sian model, there is still strong evidence that leftist governments and strong
 unions together promote economic growth.

 While the hierarchical analysis of partisan effects is in line with earlier
 results, the model also provides novel evidence of how economic effects are
 patterned by institutions. The data analysis strongly supports the impact of
 labor organization on the effects of OECD demand. The negative labor orga-
 nization coefficient indicates that the link between international demand and
 growth is weaker in countries with strong unions. Consistent with theory,
 this suggests that a high labor organization insulates economies from inter-
 national market forces. When OECD demand declined dramatically in 1975
 and again in 1982, countries with encompassing unions more successfully
 maintained economic growth relative to their counterparts with weak labor
 movements.

 The interaction model provides similar results to the hierarchical model.
 The interaction model returns a significant positive coefficient for the influ-
 ence of labor organization on leftist government. The model also yields a
 significant interaction between labor organization and OECD demand. The
 interaction effects are usually smaller than the hierarchical institutional ef-
 fects, but confidence intervals for the interaction effects are about two-thirds
 the length of those from the rival model. Weaker inferences for the Bayesian
 institutional effects results from a more realistic assessment of uncertainty in
 which labor organization does not exhaustively explain all variation in the
 time series effects.

 The institutional effects suggest substantial variation in the country-
 level coefficients for OECD demand and leftist government. More detail is
 given by the Bayes shrinkage estimates of the time-series coefficients (Table
 3). In contrast to the assumption of invariant economic effects in the analy-
 ses of Alvarez, Garrett and Lange (1991) and Beck et al. (1993), the eco-
 nomic coefficients show striking variation across countries. Outside of
 Europe, the shrinkage coefficients indicate that growth rates are highly sen-
 sitive to OECD demand. This suggests that the non-European economies
 were more affected by the falls in international demand through the 1970s
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 Table 3. Bayes Shrinkage Estimates of Time-Series Effects
 in a Hierarchical Model of GDP Growth, Sixteen OECD Countries,

 1971-1984

 Average Lagged OECD OECD OECD Leftist
 Growth Growth Demand Exports Imports Government

 Australia 2.98* -.01 .21* .01 -.03 .09

 Austria 2.84* -.08 .06* .04* -.10* .63*
 Belgium 2.49* -.12 .02 .04* -.09* .25

 Canada 3.43* .03 .20* .02 -.04 -.04

 Denmark 2.42* -.13 .06 .03 -.16* .18*

 Finland 2.94* -.06 .09 .04* -.03 .56*

 France 2.95* .02 .06 .04* -.16* -.27*

 Germany 2.43* -.03 .19* .02 -.05 .29*

 Ireland 3.02* .00 .05 .01 -.01 .03

 Italy 2.61* -.01 .26* .07* -.04 -.02

 Japan 3.94* .07 .27* -.06 -.02 -.14

 Netherlands 2.40* .01 .07* .03* -.07* .31*

 Norway 3.43* -.12 .05* .02 -.04 .24*

 Sweden 2.12* -.14 .04 .03 .00 .21*

 United Kingdom 2.26* -.05 .14* .01 -.10 .11

 United States 2.91 * .03 .63* -.04 -.12* -.07

 Note: The OECD demand, OECD export, OECD import, and leftist government coefficients have

 been multiplied by 10.

 * 80 percent confidence interval excludes zero.

 and 1980s. The United States is a large outlier. The unusual size of the U.S.
 coefficient also may result from the unique influence of American economic

 growth on demand throughout the OECD area. Here, variation in the time-

 series coefficients alerts us to the possible endogeneity of OECD demand to

 U.S. economic growth. The leftist government effects also vary substan-

 tially. Large and significant effects are found in Austria and Finland. As the
 institutional results suggested, we find small demand effects where unions

 are relatively weak, in Australia, the United Kingdom, and Ireland. Also no-
 tice that the model returns leftist government effects for Canada, Japan, and

 the United States-countries that experienced no leftist government between
 1971 and 1984. In these cases the time-series coefficients are almost com-
 pletely determined by the institutional effects. For instance the U.S. leftist

 government effect can be approximately calculated from the institutional ef-

 fects and the U.S. score for labor organization: -.007 = (.018 x .86) - .022.
 Because data from all countries are used to estimate the institutional effects,

 the U.S. coefficient is said to be "borrowing strength" from the rest of the
 sample.
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 The Bayes shrinkage coefficients can be compared to estimates from
 two other models. First, the interaction model provides country-level time-
 series effects that depend linearly on labor organization. For instance, in
 the notation of Equation 11, the OECD demand effect for country i is

 P2 + (P8 x Li). Second, time-series effects can be obtained from an
 unpooled analysis that ignores the institutional data and fits models for each
 country separately. Differences between the three models are illustrated in
 Figure 1 which plots leftist government and OECD demand effects for each
 of the sixteen countries in the sample. Coefficients from the interaction
 model are linearly related and show the least variation. Unpooled estimates,
 on the other hand, are widely scattered. Because the Bayes estimates are
 based partly on the institutional data, they are more clustered than the

 unpooled coefficients which neglect this information. Because they carry an
 extra component of stochastic variation, however, the Bayes estimates are
 more dispersed than those from the interaction model. The Bayes estimates
 can thus be understood as a compromise, admitting more causal heterogene-
 ity than the interaction model but less than the unpooled analysis.

 Given the object of describing causal heterogeneity across countries, the
 unpooled and Bayesian analyses seem preferable to the interaction model in
 this application. The linear structure of interaction model allows very narrow
 variation, but the hierarchical and unpooled coefficients are more widely dis-

 persed. Why might we then prefer the Bayes estimates to the unpooled coef-
 ficients? First, the Bayes estimates tend to have greater precision than the

 unpooled coefficients. This can be seen from Figure 2. Each panel of the fig-
 ure plots the 80 percent confidence intervals for all sixteen countries from
 Bayesian and unpooled estimation of each time-series effect. If the Bayes and
 unpooled estimates had equal variance, they would fall on the 45 degree line.
 Points falling below the 45 degree line indicate the greater precision of the

 Bayes estimate. The Bayes estimates have lower variance than nearly all the

 unpooled estimates. In some cases the variance is reduced by as much as 50
 percent or more. Variance reduction is largest for the lagged growth effects
 because these are most imprecisely estimated with the country-level data.

 While the value of Bayes as a compromise between the unpooled and
 interaction models has some intuitive appeal, the superior performance of
 the hierarchical model can be quantified in out-of-sample forecasting. For
 this exercise, the models were fit to data from 1971 to 1983, and forecasts

 were obtained for the growth rate in 1984. Comparisons of forecasts for the
 unpooled, Bayesian, and interaction models are reported in Table 4. The
 Bayesian hierarchical model has lower prediction error than either the inter-
 action or the unpooled models. The forecast error of the hierarchical and
 unpooled analysis are both about 20 percent lower than the error of the inter-
 action model. This suggests that the interaction model underestimates causal
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 Figure 1. Scatterplots of Country-level Leftist Government
 and OECD Demand Coefficients from Interaction,

 Bayesian, and Unpooled Models
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 heterogeneity. The hierarchical model performs slightly better than the
 unpooled analysis, suggesting that no important causal complexity is lost by
 shrinkage in the Bayes estimates.

 5. DiscussioN

 Hierarchical models provide substantive and statistical advantages over
 conventional approaches to pooled data. This paper has focused on models
 for pooled cross-sectional time-series analysis in comparative research.
 From a substantive perspective, a key idea of comparative research is that
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 Figure 2. Eighty Percent Confidence Intervals
 from Bayes and Unpooled Least Squares Coefficients for

 (a) Average Growth, (b) Lagged Growth, (c) OECD Demand,
 (d) OECD Exports, (e) OECD Imports, (f) Leftist Government
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 Table 4. Out-of-Sample Squared Prediction Error for Interaction,

 Hierarchical and Unpooled Models

 Model

 Unpooled Interaction Hierarchical

 Australia 16.4 8.4 8.5

 Austria 0.0 3.4 11.0

 Belgium 20.6 23.0 16.7

 Canada 3.8 1.0 2.9

 Denmark 0.2 0.0 0.3

 Finland 0.2 0.5 0.8

 France 4.2 11.4 6.4

 Germany 3.3 7.2 4.3

 Ireland 8.7 11.8 0.9

 Italy 13.2 5.7 12.7

 Japan 2.0 0.0 1.8
 Netherlands 6.6 23.7 9.6

 Norway 11.1 11.5 9.9
 Sweden 1.2 0.2 0.6

 United Kingdom 5.2 7.3 8.4

 United States 0.2 6.1 0.7

 Total 97.0 121.2 95.0

 causal processes vary across countries. The fundamental problem of com-

 parative research is contextual explanation where differences in causal pro-
 cesses within countries are related to characteristics that vary across coun-
 tries. This contextual idea of comparative analysis is especially relevant to
 comparative political economy. In this area, cross-national variation in eco-

 nomic relationships originates with enduring institutional differences. Hier-
 archical models provide a powerful tool for examining these sorts of contex-
 tual effects. In contrast to standard models for pooled cross-sectional
 time-series data, hierarchical models allow for causal heterogeneity across
 countries. Time-series coefficients are estimated for each country, and these

 are specified to depend on time-invariant institutional conditions. Model dy-
 namics will often be substantively important, and these can be included in
 the structural part of the model.

 Hierarchical models also provide several important statistical advan-

 tages. The models yield estimates of institutional effects that take account of
 uncertainty about time-series effects. This uncertainty is neglected in naive
 regressions on time-series coefficients. Shrinkage estimates of time-series
 coefficients based on the pooled data are statistically superior to least
 squares estimates based on unpooled data. They are more accurate and yield
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 more accurate out-of-sample predictions. Hierarchical models also offer a
 more realistic assessment of uncertainty in comparative data than interaction
 models. Interaction models assume that time-series effects depend determin-
 istically on institutional contexts, ruling out unexplained variation in time-
 series coefficients. Lastly, hierarchical models also make a conceptual con-
 tribution to the general principles of comparative analysis. The idea of

 exchangeability which underpins the hierarchical model provides a precise
 definition of "comparability" in comparative research. In essence, we can
 regard two countries as comparable when we are indifferent about the re-
 sidual variation that distinguishes them. This will be so when we can view
 the countries as realizations of a single underlying model.

 These ideas were illustrated in a reanalysis of the OECD economic
 growth data of Alvarez, Garrett, and Lange (1991). The analysis showed that
 enduring cross-national variation in labor organization influenced not just
 the impact of leftist government on economic growth, but the institutional-
 ized power of labor movements also influenced the impact of surrounding
 economic conditions. Similar to Alvarez, Garrett, and Lange (1991) and
 Beck et al. (1993), the hierarchical model provided evidence that leftist gov-
 ernment only positively affected economic growth in countries with encom-
 passing and centralized unions. In addition, the hierarchical model provided

 new evidence that strong unions movements could insulate countries from
 the negative effects of declining international demand.

 The hierarchical model presented here can be generalized in several

 ways. Additional layers could be added to the model hierarchy. We might
 have time-series data for a large number of electoral districts for many coun-
 tries. We could then estimate separate equations for each district, country-
 level equations to explain variation across districts, and finally cross-na-
 tional equations to explain variation in the country-level coefficients. This
 may sound impractical but simpler models could add a single random effect
 for each district allowing for unobserved heterogeneity across districts. The
 hierarchical modelling approach could also be applied to other kinds of data.
 I've focused here on the pooled cross-sectional time-series design but the

 same ideas could also be applied to survey data from many countries or sur-
 vey data from a single country at many points in time. Such data are not un-
 common in political research, but pooled hierarchical modelling has rarely
 been applied. Finally, hierarchical models could be extended beyond the lin-
 ear case to include generalized linear models which feature logistic and
 Poisson regression as special cases. Accurate estimate of these models can
 be obtained with the Gibbs sampler (Rodriguez and Goldman 1995). Appli-
 cations of these models are already proliferating in other fields (see the re-
 view of DiPrete and Forristal 1994). Like the hierarchical model presented
 here, these extensions provide a flexible and statistically powerful class of
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 specifications for examining the pooled data of comparative politics. More
 highly parameterized than conventional models, hierarchical models allow

 the investigation of complex causal stories while providing a realistic assess-

 ment of uncertainty arising under a comparative research design.

 Manuscript submitted 3 May 1997.

 Final manuscript received 9 December 1997.
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